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Abstract

•Self-supervised agents can learn manipulation skills in
multi-object environments.

•Previous methods do not take the dependencies
between objects into account.

•We propose to estimate relations between ob-
jects and use them to independently control dif-
ferent objects.

•Estimated relations between objects can be used to
decompose a complex goal into a compatible se-
quence of subgoals.

•Our SRICS agent can efficiently and automatically
learn manipulation tasks in multi-object environments
with different relations between objects.

Object Manipulation in
Multi-objects Environments

Multi-object Rearrange and Relational Rearrange
environments

•Random initial state position and final goal position
for each object

•Action space: robot end effector position

• In Relational Rearrange some objects can be con-
nected (by spring connection) or static

Object-centric Representations

•Scene is encoded as a set of vectors

•All the entities (including agent) are encoded with the
same format

•Similar representation could be learned fully-
unsupervised from high-dimensional observations
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•The interaction function dint is further factorized into two components:
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•Training of the dynamical model using ELBO loss:

L =

K∑
j=1

T−1∑
t=1

∥∥∥sj,wheret+1 − ŝj,wheret+1

∥∥∥2
2σ2

+DKL(q || pprior).

•Local interaction weights wij
t are sparse due to sparsity prior pprior.

•Global interaction graph G: aggregated over dataset and thresholded local interaction weights.

Independently Controllable Subgoals

gi =
(
sgoal,i,P i

)
•P i are the nodes that lie in a path
from the action A and object i

•P i correspond to the objects that
could be used to control object i
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Goal-directed Selectivity Reward

rsel,i
(
st, st−1,g

i
)
= rgoal + α

(
seli(st, st−1,P i)− 1

)
rgoal = −∥sit − sgoal,i∥

seli(st, st−1,P i) =


∥sit−sit−1∥∑

j ̸∈Pi ∥sjt−sjt−1∥
, if subgoal is not solved;

1−∑
j ̸∈P i∪{i} ∥sjt − sjt−1∥, otherwise.

•Motivates agent to solve subgoal i without destroying subgoals in P i.

SRICS Training

Given: GNN dynamical model D, goal-conditional attention policy
πθ, goal-conditional SAC trainer, number of training episodes K.

1: Train GNN dynamical model D on sequences from D using the
ELBO loss and estimate the interaction graph G.

2: for n = 1, ..., K episodes do
3: Sample goal sgoal and construct subgoal gi using G.
4: Collect episode data with policy πθ(at | st,gi).
5: Store transitions {

(
st, at, st+1,g

i
)
, . . .} into replay buffer R.

6: Sample transitions from replay buffer
(
s, a, s′,gi

)
∼ R.

7: Relabel gi goal components to a combination of future states and
goal sampling distribution.

8: Compute selectivity reward signal R = rsel,i(s
′, s,gi).

9: Update policy πθ(at | st,gi) using R with SAC trainer.
10: end for

SRICS Evaluation
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Comparative Analysis
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Ablative Analysis
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